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• Automatic Speech Recognition Enhanced Customer Relationship Management Pipeline

• Difficulties of ASR Model in Industry

• ASR Problem Definition

• Weak Supervision ASR

• Synthetic Data Generation

• Experimental Results

• Detailed analysis

Content



1. Voice Input Capture: Retail describe customer information

2. Speech-to-Text Conversion: Convert speech into text using ASR technology

3. Data Extraction and Classification: Extract key customer portrait labels

4. Data Integration and Analytics: Integration of fragmented user data

5. Decision Support: Personalized customization and recommendations for users

6. Iterative Learning and Improvement: Iterative data improvement

ASR Enhanced CRM Pipeline



• Lack of industry user data to fine-tune an ASR model

• High cost of manual labeling

• Low recognition accuracy of proper nouns

• Too many voice variations: accent, noise

Difficulties of ASR Model in Industry



• Provide an ASR model suitable for the CRM pipeline, addressing practical challenges to 

provide accurate transcription into text data. 

• The key challenge is the lack of real domain-specific labeled data, in the form of voice-

text pairs, for training an accurate ASR model.

• Given a small amount of real audio data                                   ,       is the real audio 

sample, and       is the corresponding text label, with K = {k1, k2, . . . , km} representing the 

keyword lists. Use a pre-trained large language model MLLM to generate synthetic text 

labels                     . 

ASR Problem Definition



Weak Supervision ASR

Original Data Synthetic Data Generation Synthetic Data Filtering Model Training



Synthetic Data Generation (Prompt)



Synthetic Data Generation

GUCCI100 & LV100 & Test Set: Raw data in real industry for different use in this project

LVChatTTS & GUCCIChatTTS: Synthetic data generated using method mentioned in this project

Statistics of different types of keywords



Experimental Results

GUCCI&LV: Use two types of synthetic data to fine-tune the ASR model at the same time 

CER: Character Error Rate

WER: Word Error Rate

Lower is better



After fine-tuning, whisper-large-v3 unexpectedly shows worse performance and 

endless repetition.

Detailed Analysis



Detailed Analysis (Cont.)

CER indicator results after further fine-tuning 

the three models with 10, 15,20, 30 epoch

Number of remaining data in the two synthetic 

datasets after filtering with different CER 

indicators

Finally, we decided to fine-tune for 5 epochs and the CER limit for data filtering was 0.15
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